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Summary of the talk

Mathematical framework for open-loop planning.

°
@ A simple planner: uniform planning.
@ Minimax lower bound.

°

An adaptive optimistic planner: OLOP (Open-Loop
Optimistic Planning).

(]

Comparison with other planners.
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Exploration in a stochastic and discounted environment

Parameters available to the agent: discount factor v € (0,1),
finite set of actions A, number of rounds n.
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Mathematical framework

Exploration in a stochastic and discounted environment

Parameters available to the agent: discount factor v € (0,1),
finite set of actions A, number of rounds n.

Parameters unknown to the agent: the reward distributions
(over [0,1]) v(a), a € A*, with mean p(a).

For each episode m > 1; for each moment in the episode t > 1;

@ If n actions have already been performed then the agent
outputs an action a(n) € A and the game stops.

© The agent chooses an action a” € A.

© The environment draws Y,” ~ v(af’,) and the agent receives
the reward ~"Y/".

© The agent decides to either move the next moment t 4 1 in
the episode or to reset to its initial position and move the
next episode m —+ 1.
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Mathematical framework

Simple regret

@ Goal: find the optimal immediate action.

@ Define the value of a sequence of actions a € A" as:

V(a) = sup Zﬁ/t,u(ul;t).

UEA>®:u.p=a t>1
@ Define the simple regret of a planner as

n = max V(a) — V(a(n)).
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Uniform planning

Uniform planning

o Let H € N be the largest integer such that HK" < n.

@ For each sequence of actions a € A, allocate one episode (of
length H) to estimate the value of the sequence a. That is,
receive Y7 ~ v(ai¢), 1 <t < H (drawn independently).

o Compute, for all a € Al h < H,

~ 1
a@) = > Y

bEAH by y=a

e Compute, for all a € A, \7(3) = Zf:l yia(ar.e).
@ Let a(n) € A be the first action of the sequence
arg max e+ V(a).
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Uniform planning

Regret bound for uniform planning

Uniform planning satisfies:

_logl/y

Ofn 'OgK) if’y\/R>1./

Er, = 3 .
(0] n2> if ’y\/R < 1.
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Minimax lower bound

Minimax lower bound

Any agent satisfies:

log 1/~

n gk ) if 7\/R> 1,
Q né> if ’y\/R <1.

supEr, =
v
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Let L = [logn/(2log1/~)] and M be the largest integer such that
ML < n.
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Let L = [logn/(2log1/~)] and M be the largest integer such that
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For each episode m=1,2,..., M,

@ The agent computes the B—values at time m — 1 for
sequences of actions in AL and chooses

a™ € argmax B,(m — 1).
acAL
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OLOP (Open-Loop Optimistic Planning)

Let L = [logn/(2log1/~)] and M be the largest integer such that
ML < n.

For each episode m=1,2,..., M,
@ The agent computes the B—values at time m — 1 for
sequences of actions in AL and chooses

a™ € argmax B,(m — 1).
acAL

© The environment draws the sequence of rewards
Y ~v(af,), t=1,..., L
Return an action that has been the most played:
a(n) = argmax,c4 T2(M).
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Definition of B—values

Forany 1 < h< L, forany a € Ah et
° T,(m)= Z;n:1 1{a3, = a},
® fis(m) = ﬁ >oem1 Yil{ai, = at,
h ~ 2log M ~ht1
o Us(m) = X0y (7 Tl (m) +7* /22 ) + 322

Now for sequences a € AL, let

Ba(m) - 1§”l17f§L Ual:h(m)'
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Regret bound for OLOP

Define . € [1, K| as the branching factor of the set of sequences

. h+1
in A" that are c}ﬂ

-optimal, where ¢ > 0, i.e.

1/h

A1
mc_limsupHaGAh:V(a)EVc }

h—oo -7

!
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Regret bound for OLOP

Define rc € [1, K] as the branching
in A" that are c}i‘;—optimal, where ¢ > 0, i.e.

/ﬁc_limsupHaGAh: V(a) > Vclﬂ/ﬁ}

h—o0

For any ' > ko, OLOP satisfies:

5 _logl/y
O n log ./

Er, = :
n2>

(@Y

factor of the set of sequences

h+1 Y |1/h

!

) if WK > 1,
if YWk <1.

S. Bubeck & R. Munos

OLOP (Open-Loop Optimistic Planning)




Comparison with other planners

Comparison with Zooming Algorithm, HOO, UCB-Air
(case 7\/7€:> 1)

_log (bound orrp ) logl/y
logn log K
v | OLOP S UCB-AR

logl/y |Uniform
log K- |- T
’\ 3 / "17*--3 HOO, Zooming
1 \ Uy? yK K K
logl/ly logl/y

logK/k+loglly logK+2logl/y
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